GSCA: New Software and Algorithms to Analyse Diallel Mating Designs Based on Restricted Linear Model

By CHUNFA TONG1), GUANGXIN LIU, LIWEI YANG and JISEN SHI2)

Key Laboratory of Forest Genetics and Biotechnology of Ministry of Education, Nanjing Forestry University, Nanjing 210037, China

(Received 3rd December 2001)

Abstract

The diallel mating designs have been extensively employed to gain genetic information by crop and tree breeders, but analysis of diallel data faces some challenges because the same parent acts both male and female roles. Theoretically, little attention was paid to statistical inference and hypothesis testing for a fixed diallel linear model. In this paper we provide a uniform solution to any fixed diallel model with matrix expression based on the theory of restricted linear models. We derive formulae for estimating diallel parameters and their standard errors, and obtain uniform statistics for hypothesis testing of parameters, factors and differences between general combining abilities (GCA) or specific combining abilities (SCA). To put the result into practice, we have developed a Windows® software program “GSCA” for analyzing a flexible diallel linear model that could contain the GCA, SCA, reciprocal, block and environment effects as well as interaction effects such as GCA by environment. GSCA can perform analyses not only for Griffing’s four types of diallel crosses but also for more complicated diallel crosses whether the data structure is balanced or unbalanced. A real example is given to illustrate the convenience, flexibility and power of our software for diallel analysis.
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Introduction

Diallel mating designs have been widely used in crop and tree breeding programs to obtain genetic information of the parents involved for determining breeding strategies (SPARAGUE and TATUM, 1942; JINXS, 1954; BURLEY et al., 1966; SNYDER and NAMKONG, 1978; YE and HEAMAN, 1987; JONSSON et al., 1992; WU and MATHESON, 2005; GARDNER et al., 2007). A diallel cross consists of all possible crosses between a number of varieties. If there are \( p^2 \) combinations, consisting of \( p \) selfings and \( p(p-1) \) crosses, since reciprocal crosses, alternating pollen and ovum parents may be differential by maternal or paternal effects (MAYO, 1987). As \( p \) increases, \( p^2 \) becomes impossibly large. For this reason, many methods have been developed for the examination of partial diallel crosses (MAYO, 1987).
Sprague and Tatum (1942) originally defined the most important concepts of general combining ability (GCA) as the average performance of a line in hybrid combination, and specific combining ability (SCA) referring to specific crosses that exhibit superiority or inferiority to the average performance of the lines involved. Mayo (1987) more clearly defines GCA as the average performance of a strain in a series of crosses and SCA as deviation in a particular cross from performance predicted in the basis of GCA.

Griffing (1956a) summarized diallel crosses into 4 categories (i.e. full diallel, full diallel without selfings, half diallel with selfings, and half diallel without selfings) and provided formulae of calculating the fixed effects of GCAs and SCAs as well as the variance components of GCAs and SCAs as random effects for balanced data. Griffing’s analysis ignored the possible selfings, since these can introduce bias, but as noted by Gilbert (1958), if the particular parents are of interest in themselves, it may be more important to include the selfings (Mayo, 1987). The uniqueness that each observation has two levels of the same main effect, and the common phenomena of missing plots or missing crosses (especially in forest trees) in a diallel mating design make it difficult to estimate related genetic parameters in a diallel statistical model (Wu and Matheson, 2001; Xiang and Li, 2001).

Two kinds of statistical linear models are commonly employed to analyze diallel crosses with balanced or unbalanced data. One is the fixed-effects linear model in which GCA and SCA are treated as fixed effects to be estimated to rank the parents for selection (Huber et al., 1992; Wu and Matheson, 2000), and the other is the random-effects linear model where GCA and SCA are considered as random effects for variance component estimation and further for estimating heritabilities and genetic correlations (Wu and Matheson, 2001; Xiang and Li, 2001). Nelder (1977) discussed various views as to the procedures which involve ‘fixed’, ‘mixed’ and ‘random’ models. In this study, we focus on the fixed-effects linear model to estimate GCA and SCA and to provide hypothesis testing for these parameters and various factors. Early solutions for fixed GCA and SCA effects (Griffing, 1956a; Becker, 1975; Falconer, 1981; Hallauer and Miranda, 1981) were limited to balanced data and based on ordinary least squares (OLS) with the restrictions that the sum of all effect estimates for an factor equals to zero (Huber et al., 1992). Later on, Huber et al. (1992) and Wu and Matheson (2000) described the fixed linear models in matrix notations and gave the OLS estimates by reducing parameters using the sum-to-zero restrictions. Although their method can deal with unbalanced data, it requires analyst to reconstruct the linear model almost by hand and some problems remain such as hypothesis testing for the reduced parameters.

A series of analytical tools have been developed for the cumbersome computations of the GCA and SCA in diallel crosses. These tools are primarily divided into two classes: 1) packages written in high-level computer programming languages, and 2) programs based on standard commercial packages such as the Statistical Analysis System (SAS). The Fortran program DIALL was developed by Scaffer and Usanis (1969) only to estimate GCA and SCA variance components, whereas another Fortran program written by Snyder (1975) could calculate the fixed GCA and SCA effects. The drawbacks of these Fortran programs include unfriendly user interface, inability to handle large data size and inflexibility in choosing a fixed- or random-effects model (Johnson and King, 1998; Xiang and Li, 2001). Since SAS is a powerful tool for statistical analysis, a number of SAS programs have been developed for diallel analysis (Zhang and Kang, 1997; Johnson and King, 1998; Wu and Matheson, 2000; Wu and Matheson, 2001; Xiang and Li, 2001; Murray et al., 2003; Zhang et al., 2005). Some of these SAS programs can estimate the fixed GCA and SCA effects and their standard errors and provide hypothesis testing for genetic parameters and factors. Others can estimate variance components of GCA and SCA. The SAS codes of these programs are relatively complicated because the same parent generally plays both the male and female roles in a diallel mating design so that the SAS procedures cannot be directly applied to analyze diallel data. Users must be familiar with SAS programming so as to modify the SAS codes when they adopt these programs to analyze their data. Now that Microsoft Windows® is overwhelming popular operating system in personal computers, Windows based software is desirable specifically for analyzing diallel crosses.

In this paper we describe how to construct the fixed linear model and its linear restrictions in matrix notations for a diallel mating design. With the matrix expression of the diallel linear model, the estimates and their standard errors of the parameters such as the fixed GCA and SCA effects are given by a single formula based on the theory of linear models with linear restrictions, respectively (Wang and Chow, 1994; Rao et al., 2008). Uniform statistics are obtained for hypothesis testing of each parameter and various factors such as GCA, SCA and the interaction between GCA and environment. A formula is presented for hypothesis testing of the difference between GCAs or SCAs. Windows® software has been developed for analyzing a flexible diallel linear fixed effect model that could contain the GCA, SCA, reciprocal, block and environment effects as well as interaction effects such as GCA by environment. The software can perform analyses not only for Griffing’s 4 diallel mating designs but also for more complicated diallel designs whether the data structure is balanced or unbalanced. The published radiata pine data (Wu and Matheson, 2000) was analyzed to illustrate the convenience, flexibility and power of our software for diallel analysis.

Statistical Methods

Restricted Linear Model and Least Square Estimates

Consider a simple linear model for a diallel mating design, which is usually specified as

\[ y_{ij} = \mu + G_i + G_j + S_{ij} + \varepsilon_{ij} \]  

(1)

after Griffing (1956a) which follows Sprague and Tatum (1942) where \( y_{ij} \) is the \( k \)th observation of the \( ij \)th cross; \( \mu \) is the overall mean; \( G_i \) and \( G_j \) are the GCA
effects of the $i$th and $j$th parents, respectively; $S_{ij}$ is the 
SCA effect of the $i$th and $j$th parents that satisfies 
$S_{ij} = S_{ji}$ if both exist; $\varepsilon_{ij}$ is the within plot error 
term assumed to be normally distributed with mean 0 and 
variance $\sigma^2$. This model is usually used for a half diallel 
cross in which only one set of parents is involved, but their 
reciprocals are not included (Griffing, 1956b).

To make these effects estimable, some linear constraints 
must be imposed on the model. The restrictions 
generally take the form:

$$\sum G_i = 0, \sum S_{ij} = 0 \text{ and } \sum S_{ij} = 0. \tag{2}$$

The linear model (1) and the restrictions (2) can be 
expressed in the following matrix form,

$$\begin{pmatrix} y = X \beta + \varepsilon, \\
L \beta = 0 \end{pmatrix}, E(\varepsilon) = 0, \text{cov}(\varepsilon) = \sigma^2 I \tag{3}$$

where $y$ is an $n \times 1$ vector of observations, $\beta$ is a $p \times 1$ vector 
of parameters, $X$ is an $n \times p$ design matrix with 
value of 1 or 0 for each element, $L$ is a matrix with $p$ 
columns and $\varepsilon$ is a vector of random error terms.

In order to illustrate the process of building the 
restricted linear model for analysis of a diallel cross, 
we take a concrete example. For a half-diallel mating 
design of 4 parents, if there were observations of $y_{121}$, 
$y_{122}$, $y_{123}$, $y_{124}$, $y_{131}$, $y_{132}$, $y_{134}$, $y_{141}$, $y_{142}$, $y_{143}$, 
$y_{231}$, $y_{232}$, $y_{234}$, $y_{241}$, $y_{242}$, $y_{243}$, 
$y_{341}$, $y_{342}$, $y_{343}$ with a cross and some data missing, we would have the linear model,

$$
\begin{pmatrix}
y_{121} \\
y_{122} \\
y_{123} \\
y_{124} \\
y_{131} \\
y_{132} \\
y_{134} \\
y_{141} \\
y_{142} \\
y_{143} \\
y_{231} \\
y_{232} \\
y_{234} \\
y_{241} \\
y_{242} \\
y_{243} \\
y_{341} \\
y_{342} \\
y_{343}
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\mu \\
G_1 \\
G_2 \\
G_3 \\
S_{12} \\
S_{13} \\
S_{14} \\
S_{23} \\
S_{24} \\
S_{34}
\end{pmatrix} +
\begin{pmatrix}
\varepsilon_{121} \\
\varepsilon_{122} \\
\varepsilon_{123} \\
\varepsilon_{124} \\
\varepsilon_{132} \\
\varepsilon_{133} \\
\varepsilon_{134} \\
\varepsilon_{142} \\
\varepsilon_{143} \\
\varepsilon_{144} \\
\varepsilon_{232} \\
\varepsilon_{233} \\
\varepsilon_{234} \\
\varepsilon_{242} \\
\varepsilon_{243} \\
\varepsilon_{244} \\
\varepsilon_{342} \\
\varepsilon_{343} \\
\varepsilon_{344}
\end{pmatrix} \tag{4}
$$

with linear restrictions,

$$
\begin{pmatrix}
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}. \tag{5}
$$

It can be seen that the problem of computing GCAs 
and SCAs for any diallel mating design can be expressed 
as model (3) by this process.

Let $S(A)$ denote the vector space spanned by the 
column vectors of matrix $A$ and $B(A)$ the rank of matrix 
$A$. In model (3), if the matrices $X$ and $L$ satisfy: i) 
$S(X') \cap S(L') = \{0\}$, and ii) $R(X)+R(L) = p$, 
then the restriction $L \beta = 0$ is called satisfying a 
side condition. Under such a side condition, the least square unbiased 
estimates of $\beta$ and $\sigma^2$ are given by

$$
\begin{pmatrix}
\hat{\beta} = (X'X + L'L')^{-1}X'y \\
\hat{\sigma}^2 = SSE/(n-r)
\end{pmatrix}
$$

where $SSE = y'y - \hat{\beta}X'y$ is the residual sum of squared 
errors in model (3) and $r$ is the rank of the design matrix 
$X$ (Wang and Chow, 1994). In addition, the covariance 
matrix of is easily given as

$$
Var(\hat{\beta}) = \sigma^2 (X'X + L'L')^{-1}X'X(X'X + L'L')^{-1} \tag{7}
$$

\textbf{Hypothesis Testing}

In analysis of a diallel cross model, hypothesis tests 
are involved in various factors and differences between 
GCAs or SCAs. The linear null hypothesis of interest 
can be expressed as

$$H_0: H \beta = 0 \tag{8}$$

where $H$ is an $h \times p$ matrix. Under the null hypothesis 
$H_0$, model (3) is added extra restrictions and becomes

$$\begin{pmatrix}
y = X \beta + \varepsilon, \\
C \beta = 0 \end{pmatrix}, E(\varepsilon) = 0, \text{cov}(\varepsilon) = \sigma^2 I \tag{9}$$

where $C = (L'H)^{-1}$. In general, the restriction $C \beta = 0$ 
do not satisfy the side condition. Therefore, the least 
quadreatic estimate of the parameter vector $\beta$ in model (9) 
is not of the form as in (6), but is given by

$$\hat{\beta}_H = (T^{-1}-T^{-1}C'QCT^{-1})X'y \tag{10}$$

where $T = XX' + LL' + HH$, $Q = CT^{-1}C'$, and $Q^{-1}$ 
is the pseudoinverse of matrix $Q$. The residual sum of squared 
errors in model (9) is $SSE = y'y - \hat{\beta}_H X'y$. Under the null 
hypothesis and normality assumption, it can be proved 
that SSH and SSE are mutually independent, and 
hence, we have the statistic

$$F = (SSH - SSE)/(df_s - df_f) / SSE/(n - df_f) \tag{11}$$

where

$$df_s = \text{rank} \begin{pmatrix} X \\
L \end{pmatrix} - \text{rank}(L) = p - \text{rank}(L) = \text{rank}(X)$$

and

$$df_f = \text{rank} \begin{pmatrix} X \\
L \end{pmatrix} - \text{rank}(C) = p - \text{rank} \begin{pmatrix} L \\
H \end{pmatrix}.$$

The theory related to results (10) and (11) can be 

To save computing time, we express the inverse of matrix $T$ in (10) in another form. Let $M = XX' + LL'$, then 
$T = M + HH$, and

$$T^{-1} = M^{-1} - M^{-1}(I + HM^{-1}H')^{-1}HM^{-1} \tag{12}$$

(Rao et al., 2008).
There are two kinds of hypothesis tests in analysis of a diallel cross. One is the test for a factor or an effect, in which the null hypothesis is of the form

\[ H_0 : \beta_{i} = \beta_{j} = \ldots = \beta_{k} = 0, \]

(13)

and the coefficient matrix in (8) can be written as \( H = (0, I_n, 0) \). For examples, in linear model (4),

\[ H = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \]

if the null hypothesis is \( H_0 : G_2 = 0 \), and

\[ H = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix} \]

if the null hypothesis is \( H_0 : G_j = G_k = G_3 = 0 \). In this case, let \( M = M^{-1}H^T \), then we have by (12)

\[ T^{-1} = M^{-1} - M^T(I + HM)^{-1}M' \]

(14)

The other test is for difference between GSAs or SCAs. The null hypothesis is of the form \( H_0 : \beta_0 = 0 \), and the matrix \( H \) in (8) is only a row matrix with the \( i \)th element \( 1 \) and the \( j \)th element \( -1 \). Hence, we can obtain by (12)

\[ T^{-1} = M^{-1} - (M_i - M_j)(M_i - M_j)'/(1 + M_i + M_j - 2M_{ij}) \]

(15)

where \( M_i \) and \( M_j \) are the \( i \)th and \( j \)th columns of matrix \( M^{-1} \), respectively, and \( M_{ij} \) is the \( ij \)th element.

Another problem is the pseudoinverse computing in (10) because the pseudoinverse of a matrix commonly is not unique and the algorithm is relatively complicated. It can be solved by linearly transforming the row vectors of matrix \( C \) so that the calculation of the pseudoinverse of matrix \( Q \) can be avoided. Suppose that there exists an invertible matrix \( T \) such that \( TC = C(T^T C')^{-1}T \), where \( C \) has full row rank, then it can be deduced that

\[ \hat{\beta}_H = (T^{-1} - T^T C'(C T^T C')^{-1} C T^{-1}) X' y \]

(16)

where only matrix inverses are involved instead of pseudoinverse.

**Software Development**

We have developed Windows® software, GSCA, for computing GCA and SCA in extensive diallel mating designs. The algorithm is based on the above theoretical results of restricted linear models and can be deal with missing data. In addition to providing GCA and SCA estimates, GSCA gives hypothesis testing for model, various factors and differences between GCAs or SCAs. The software can be freely downloaded from the webpage: [http://fsebio.nif.u.edu.cn/tong/GSCA/gsca.htm](http://fsebio.nif.u.edu.cn/tong/GSCA/gsca.htm).

GSCA focuses on treating the following linear model of a diallel mating design with fixed effects:

\[ y_{ijklm} = \mu + E_k + B_{i(k)} + G_i + G_j + S_{ij} + R_{ik} + G_{E} + G_{E,k} + S_{E}_{ik} + R_{E,k} + e_{ijklm} \]

(17)

\[ \begin{align*}
\text{where} & \ y_{ijklm} \text{ is the } m \text{ th observation of the } l \text{ th block within the } k \text{ th environment for the } ij \text{ th cross; } \\
\text{and} & \ \mu \text{ is the overall mean; } E_k \text{ is the } k \text{ th environment effect; } B_{i(k)} \text{ is the } l \text{ th \block effect in the } k \text{ th environment; } G_i \text{ and } G_j \text{ are the GCA effects of the } i \text{ th female and } j \text{ th male respectively; } \\
\text{S}_{ij} \text{ is the SCA effect of the } i \text{ th and } j \text{ th parents; } R_{ik} \text{ is the reciprocal effect due to the cross between the } i \text{ th female and the } j \text{ th male; } \\
\text{and } G_{E} \text{ and } G_{E,k} \text{ are the } k \text{ th environment with the } i \text{ th and the } j \text{ th GCA interactions, respectively; } S_{E}_{ik} \text{ and } R_{E,k} \text{ are the reciprocal effect with the reciprocal effect of } R_{ij}; \text{ and } e_{ijklm} \text{ is the within plot error term.} \\
\text{The linear restrictions for model} & \ (17) \text{ are as follows, } \sum E_k = 0, \sum B_{i(k)} = 0 \text{ for each } k, \\
\text{for each } k \text{ and } l \text{ with } S_{ij} = 0, \sum S_{ij} = 0, \text{ and } S_{ij} = 0. \text{ In this case, let } M = M^{-1}H', \text{ then we have by (12)} \]

\[ T^{-1} = M^{-1} - M^T(I + HM)^{-1}M' \]

(14)

The raw data to be analyzed by GSCA should be formatted in a text file as shown in Table 1. The first line lists factor and trait names of “Pi”, “Pj”, “Blk”, “Env”, “Trt1”, “Trt2”, etc., and must be in such order, where “Pi” stands for female parent, “Pj” for male parent, “Blk” for block, “Env” for environment, “Trt1” for trait 1, “Trt2” for trait 2, and so on. From the second line on, each line is the data for an individual that corresponds to factors and traits in the first line. Since GSCA can deal with the flexible model, either block or environment factor or both can be missed in the raw data file.

An appropriate linear model could be chosen by GSCA itself or by hand when you use GSCA for analysis of a diallel cross. When the data is successfully opened by GSCA, if you click the menu “Analysis” and then the option “Run”, a dialog window (Fig. 1) will pop up for parameter choosing. The default linear model given by GSCA contains the main effects of GCA, SCA, reciproca-

**Table 1.** Data format of GSCA. Either block or environment factor or both can be missed.

<table>
<thead>
<tr>
<th>Pi</th>
<th>Pj</th>
<th>Blk</th>
<th>Env</th>
<th>Trt1</th>
<th>Trt2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>213</td>
<td>175</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>211</td>
<td>158</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>186</td>
<td>169</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>220</td>
<td>227</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>172</td>
<td>192</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>203</td>
<td>179</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>151</td>
<td>260</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>184</td>
<td>187</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>220</td>
<td>203</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>178</td>
<td>183</td>
</tr>
</tbody>
</table>


We used the radiata pine data published in WU and MATHESON (2000) as an example to illustrate GSCA’s function and its usage convenience. The data is the diameter at breast height (DBH) of radiata pine measured at age 11 in two environments for a $6 \times 6$ half-diallel mating design with 3 blocks and 4-tree plots at each site. WU and MATHESON (2000) performed the analysis using the following linear model,

$$y_{ijkw} = \mu + E_i + B_{jk} + G_j + G_k + S_y + \text{GE}_{ij} + \text{GE}_{jk} + \text{SE}_{ij} + e_{ijkw} \quad (19)$$

which is the reduced form of model (17). We used this model again to implement the calculations of the radiata pine data with GSCA. The analysis here was carried out for scenario 1 of missing crosses (1,3), (2,5) and (5,6) in WU and MATHESON (2000). Thus, the data is unbalanced in both cross and plot levels. The output by GSCA is listed in Appendix A. It is observed that GSCA not only gives the results that the SAS program DIAFIXED.SAS did but also the results of hypothesis testing for differences between GCAs or between SCAs.

**Discussion**

We have applied the theory of linear models with linear restrictions to describe the inherited nature of general diallel mating designs. Formulae of estimating fixed genetic parameters and the F-ratio statistics for hypothesis testing of parameters were derived to get the genetic information for determining breeding strategies. The results are adapted to any diallel matings including Griffing’s four types of diallel crosses and even more complex mating designs that may have environmental factors and their interactions with genetic effects. The methods can handle balanced and unbalanced data. Unbalanced designs are a common phenomenon, especially in tree breeding programs.

Compared with previous statistical methods for diallel analysis, our statistical methods based on restricted linear models are superior to Griffing’s diallel methods (GRIFFING, 1956a) and the OLS analysis (HUBER et al., 1992; WU and MATHESON, 2000). GRIFFING (1956a) provided different formulae to calculate the fixed GCA and SCA effects using genotype means for the four types of diallel crosses, but this method is limited to balanced data structures and lacks the flexibility to be extended to more complicated mating designs. The OLS methods make the parameters estimable by reducing redundant parameters utilizing the sum-to-zero restrictions. However, the procedure for reducing parameters is so trivial that it is almost operated by hand for specific mating design and is difficult to implement with computer programming. Furthermore, the standard errors of the reduced parameters and statistics for hypothesis testing cannot be obtained directly from the reduced linear model. On the contrary, we propose a universal approach to estimating the fixed parameters and giving statistics for hypothesis testing of single or multiple parameters or the difference between them.

Our statistical formulae (eqs. 6–7, 10–11) for parameter estimation and hypothesis testing are readily calculated because they are expressed in matrix forms and a lower dimensional matrix inverse is involved. First, since the number of parameters $p$ is generally far less than the sample size $n$, calculating the inverse of $p \times p$ matrix $M=XX+LL$ in these formulae does not need much time. Second, although the vector of parameter estimates (eq. 10) under the null hypothesis contains the pseudoinverse of matrix $Q$, which is more complex than a normal inverse in algorithm, linear transformations are applied so that eq. (10) is replaced by eq. (16) where the pseudoinverse is avoided instead of common matrix inverse. Third, the key to calculating the F statistics (eq. 11) is to obtain the estimate of the parameter vector, $\hat{\beta}_q$, which depends on the inverse of matrix $T$. This inverse can be simplified and becomes eqs. (14) and (15) by using eq. (12) and considering the coefficient matrix $C$ of the two types of hypothesis testing, respectively. With these technical treatments, it is feasible to calculate the parameter estimates and the statistics of hypothesis testing in a short while.

GSCA is a typical Windows® based software developed for analyzing model (17) based on the statistical results we have obtained in this paper. It has a user-friendly interface and can give a comprehensive output with one click. Compared with the SAS programs prepared for analysis of the fixed diallel linear model (WU and MATHESON, 2000; ZHANG et al., 2005), GSCA has several major advantages:

i) The SAS packages cannot be directly applied to analyze diallel data because of the uniqueness that the same parent plays both the male and female roles in a diallel cross. Hence, the codes of these SAS programs are usually complicated and most breeders feel difficult to understand them. Users must spend much time to understand and modify these SAS codes so that they can use the modified program to analyze their own data. However, users of GSCA have no annoyance to modify any codes;

ii) GSCA provided $t$ value and its $p$-value for hypothesis testing of difference between GCAs or SCAs which is equivalent to Griffing’s LSD methods, whereas the DIAFIXED.SAS program (WU and MATHESON, 2000) did...
not have this function. The DIALLEL-SAS05 program (Zhang et al., 2005) can provide LSDs and the corresponding thresholds for significance levels of 0.01 and 0.05 based on Griffing's method (Griffing, 1956a), but it may be more convenient to use the p-value than the threshold in determining weather a LSD significantly exists; and

iii) GSCA can handle extensive diallel data structure through the pop out window for choosing a proper linear model, while the SAS programs treat a specific linear model.
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### Appendix

GSCA output from the radiata pine data with missing crosses of (1,3), (2,5) and (5,6).

#### Analysis of Diallel Hating Design for the Fixed Model

\[ Y_{ijklm} = u + B_k + B_l(k) + G_i + G_j + G_{Eik} + G_{Ejk} + (S_{Eijklm} + w) \]

Wed Jul 08 16:33:16 2009

Result for Trait 1:

| Source | DF | Sum of Squares | Mean Squares | F Value | P>|T| |
|--------|----|----------------|--------------|---------|----|
| Model  | 27 | 83200.7934     | 3081.5109    | 1.9106  | 0.0000 |
| Error  | 215| 169418.4247    | 787.9927     |         |      |
| Total  | 242| 252619.2183    |              |         |      |

Test for Factors:

| Source | DF | Sum of Squares | Mean Squares | F Value | P>|T| |
|--------|----|----------------|--------------|---------|----|
| GCA    | 5  | 4100.9094      | 820.1819     | 1.0408  | 0.3945 |
| GCA*ENV| 5  | 3652.6213      | 730.5243     | 0.9271  | 0.4643 |
| SCA    | 6  | 10345.6622     | 1726.1370    | 2.1881  | 0.0453 |

Parameter Estimates:

| Parameter Estimates | Estimate | Std Error | T for H0: Parameter=0 | P>|T| |
|---------------------|----------|-----------|-----------------------|----|
| u                   | 192.7386 | 1.9379    | 99.4562               | 0.0000 |
| b1                  | -14.9620 | 1.9379    | -7.7206               | 0.0000 |
| b2                  | 14.9620  | 1.9379    | 7.7206                | 0.0000 |
| b3                  | 6.3391   | 3.4272    | 1.8496                | 0.0657 |
| b4                  | 1.2844   | 3.4272    | 0.3748                | 0.7082 |
| b5                  | -1.6735  | 3.4272    | -0.2136               | 0.8281 |
| b6                  | -0.0792  | 3.4267    | 0.0000               | 1.0000 |
| G1                  | 0.7709   | 3.4966    | 0.2161                | 0.8291 |
| G2                  | 2.4463   | 3.3747    | 0.7269                | 0.4633 |
| G3                  | -3.9711  | 3.5026    | -1.1127               | 0.2671 |
| G4                  | 3.6621   | 3.1745    | 1.1550                | 0.2500 |
| G5                  | 1.6653   | 3.9262    | 0.4241                | 0.6199 |
| G6                  | 6.1676   | 3.3120    | 1.9390                | 0.1632 |
| S12                 | 8.4935   | 4.8291    | 1.7588                | 0.0800 |
| S14                 | -12.2601 | 4.3759    | -2.8017               | 0.0555 |
| S15                 | -5.3767  | 4.5846    | -1.1728               | 0.2422 |
| S16                 | 9.1432   | 4.5590    | 2.0055                | 0.0462 |

T Values of Test for Difference Between GCAs

<table>
<thead>
<tr>
<th>G6</th>
<th>G3</th>
<th>G1</th>
<th>G5</th>
<th>G2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1353</td>
<td>0.9693</td>
<td>1.0227</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2502</td>
<td>0.9013</td>
<td>0.1397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3501</td>
<td>1.1216</td>
<td>0.3036</td>
<td>0.1514</td>
<td></td>
</tr>
<tr>
<td>1.6949</td>
<td>1.5158</td>
<td>0.5794</td>
<td>0.3414</td>
<td>0.2452</td>
</tr>
</tbody>
</table>

*Pr<0.05, **Pr<0.01

T Values of Test for Difference Between SCAs

<table>
<thead>
<tr>
<th>S36</th>
<th>S26</th>
<th>S15</th>
<th>S14</th>
<th>S13</th>
<th>S12</th>
<th>S11</th>
<th>S10</th>
<th>S9</th>
<th>S8</th>
<th>S7</th>
<th>S6</th>
<th>S5</th>
<th>S4</th>
<th>S3</th>
<th>S2</th>
<th>S1</th>
<th>S0</th>
<th>S16</th>
<th>S15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5602</td>
<td>0.8050</td>
<td>0.1925</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3111</td>
<td>0.3394</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9770</td>
<td>0.5963</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0990</td>
<td>0.6763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5420</td>
<td>2.6210 **</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3450</td>
<td>2.0096</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6659 **</td>
<td>2.0519</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.7256 **</td>
<td>2.9800 **</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.9330 **</td>
<td>2.3528 **</td>
<td>0.3791</td>
<td>0.0857</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2186 **</td>
<td>5.2526 **</td>
<td>0.7433</td>
<td>0.3496</td>
<td>0.2522</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Pr<0.05, **Pr<0.01